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Abstract
In this era where we have an immense amount
of information that we are generating, ev-
ery application, be it large or small, relies
on the availability of a massive amount of
data to dig upon, find statistics through it and
present them to user with a certain confidence
level. However, all of this new information
comes with its own implications. One of the
major concern with having such huge data
warehouses is the unavailability of the abil-
ity of storing the data in an explainable man-
ner. Knowledge Graph provides a semanti-
cally aware mechanism of doing so and has
proved its worth in a number of domains like
medical, music, politics etc. However, the idea
behind this is not new and became popular
back in 1980s with the introduction of “Word-
Net”. Despite being a relatively older con-
cept and a number of people working on it,
creating a knowledge graph still is a tedious
task. In this paper, we provide basics of knowl-
edge graph and its components. We have also
introduced existing knowledge graphs - both
generic and domain-specific, biomedical being
the domain of our concern. Finally, we have
included some of the works done in this do-
main that highlight the creation techniques for
a knowledge graph.

1 Introduction

Tasks involving Natural Language Under-
standing inevitably require the power of se-
mantically understanding the information and
not only capturing the syntactic aspect of it.
For semantic understanding of the informa-
tion, the information needs to be carefully and
logically organized in a structure that clearly
represents the different entities involved in the
task and the relations between them. Knowl-
edge Graph is one such structure. This sur-
vey aims at exploring literature available for

the work that has already been done in the do-
main of developing a knowledge graph per-
taining to medical and health area. We have
tried to summarize existing knowledge bases
- both generic and specific to medical domain
& various techniques of ontology learning.

2 Knowledge Graph

A Knowledge Graph is a graph where each
node or each vertex represents an entity from
the real world and each edge represents the re-
lation between two entities that are connected
by that particular edge.

Symbolically, these entities are represented
using oval designs while the relations are rep-
resented using directed arrows. These enti-
ties and relations are then populated with in-
stances from the data at hand to build a com-
pact representation of the otherwise raw-form
data. This concept of entities and instances
is very similar to the concept of Classes
and Objects in Object Oriented Programming
Paradigm. Usually, these knowledge graphs
are populated with huge amounts of data and
upon doing so, they act as hub of informa-
tion encoding semantic knowledge in clear
and concise manner.

A simple example of entity and relation is
“ President is a “Politician”. Here “President”
and “Politician” are the two entities which
are connected by “Is A” relationship. Notice
that the relation between the two entities is
a directed one. That is, every relation has a
“Domain” and “Range”. In this particular
example, entity “President” being the domain
and entity “Politician” being the range of the
relation “Is A”.



An entity can be connected to multiple
different entities via such directed edges
effectively resulting in a directed multigraph
and since each relation is depicted as a
directed edge, this representation provides a
more intuitive way of both querying the data
and understanding the returned results.

2.1 Concept of Triples
A common way of representing relationships
in a Knowledge Graph is in the form of
Triples (Subject, Predicate, Object) where
Subject comes from the domain, Predicate
comes from the relation set and Object comes
from the range of the relation. One instance of
such triple can be (President, Is A, Politician).
Such heterogeneous relations can be incorpo-
rated in the Knowledge Graph and enable it
to link far-away entities in a meaningful and
clear way.

Knowledge Graphs contain tremendous
amount of information in them, however like
any other knowledge base, it can never be
completely trusted for completeness. Ac-
cording to (Nickel et al., 2016) Non-existing
Triples can be interpreted in two different
ways:

Closed World Assumption(CWA)
Under this assumption, the non-existing
triples are treated as “False”, effectively
meaning that the entities that are not related
in Knowledge Graph are not related at all.

Open World Assumption(OWA)
Under this assumption, the non-existing
triples are treated as “Unknown”, that is in
case two entities are not related in a Knowl-
edge Graph, it does not mean that they are not
related. In fact, they can be related and just
that we don’t have any evidence of their rela-
tionship given the available data.

2.2 The Complete Picture
A simple Knowledge Graph depicting all the
properties stated above can be shown below:

A typical knowledge graph would have fol-
lowing characteristics:

Figure 1: Illustration of Knowledge Graph (Nickel
et al., 2016)

• Declarative: A Knowledge Graph al-
ways has a meaning encoded with its
components and is independent of the
platform and the algorithm it is imple-
mented with.

• Non-hierarchical: It is not a tree. It can
be, however the typical amount of com-
plexity of data for which a knowledge
graph is created cannot be simply repre-
sented in a tree structure.

• Annotated: A knowledge Graph does
not only represent the entities and rela-
tions, but can also contain annotations
and meta data for its components thus
making it an enriched source of context.

• Large: A typical knowledge graph can
contain millions of nodes and can still be
incomplete.

2.3 Applications
Knowledge Graphs are now inherent part
of all popular applications in today’s world,
ranging from recommendation systems to
conversational systems, even including Alexa,
Siri, Google Assistant and other popular voice
assistants.

• These Knowledge Graphs can map the
questions that we ask to our voice as-
sistant to an organized set of informa-
tion and help in acheiving better quality
answers to it. In a way, with the help
of human-encoded information, these
graphs can add common sense to the sys-
tems they augment.

• When used effectively, Knowledge
Graph can be used to represent the



meaning and relationship between
entities. This representation is usually
termed as Ontology. These ontologies
are periodically updated as and when
new data arrives.

• Organizations, these days, have tremen-
dous amount of data available at their
disposal and this data comes from mul-
tiple sources. A human being can sel-
dom make use of his abilities to make
sense out of such huge amount of data.
However, Knowledge Graph can be used
to organize such data in a more user-
friendly and readable form. Hence, in
a way, effective content management is
a huge advantage of using a Knowledge
Graph.

• In today’s world, when Deep Learning
is at its uprecedented growth rate, there
is one thing that bothers almost every
ML researcher and that is the black box
nature of these deep learning systems.
These systems are not able to explain
how and why they resulted in a partic-
ular ouput, hence there is a severe need
for Explainability. This need is catered
by Knowledge Graphs. If the decisions
flows from a deep learning system can
be documented using a knowledge graph,
the decision making process could be
made more transparent.

• Another major use case of a knowledge
graph is in text-based search engines.
Search results can be enhanced with se-
mantic information from the knowledge
graphs. Such transformations can help
lead us from normal text-based search
engines to a question-answer service
with semantic awareness.

2.4 Challenges with Knowledge Graph

One of the most challenging aspect of a
Knowledge Graph is its size. A knowledge
graph with millions of vertices is not some-
thing that is unrealistic and does not exist.
Such a huge graph has considerably high

memory requirements to function and could
even require hundreds of gigabytes of work-
ing memory.

An even bigger challenge is the compu-
tational cost involved while querying such
a huge graph. Even the most basic graph
queries like the length of path between two
particular nodes can prove to be computation-
ally very expensive for a huge graph.

Cache coherence is one possible solution
and currently-in-use approach to lower down
the computation time.

3 Existing Knowledge Graphs

3.1 Wordnet
Wordnet (Miller, 1995) is the most popular
dataset which stores semantic information of
lexical words. It is the knowledge base which
can be considered as a thesaurus as it provides
synonyms and meaningful information about
the word.

Wordnet stores a word along with its sense.
Meaning of the word is defined by its sense.
So the words having same sense are synony-
mous. Words having more than one sense
are polysemous. Wordnet also stores the con-
text in which the word can appear. This set
of contexts is named as Set C. C is further
partitioned based on syntactic categories like
Noun, Verb etc. Subset N stores nouns. Sub-
set V stores verbs.

Relationship between the words are defined
between the senses. Examples of Semantic re-
lations are shown in figure 2.

Figure 2: Semantic relations of Wordnet (Miller, 1995)



• Synonymy: It is the relation that joins
synonyms. A synset in wordnet contains
words with same sense. It is a symmetric
relationship between two sense.

• Antonymy: This is also a symmetric re-
lation. For example: good and bad are
the antonyms of each other. Antonyms
are generally adverbs and adjectives, so
it is useful in describing them.

• Hyponymy and Hypernymy: These rela-
tions are transitive in nature and inverses
of each other. They are subnames and
supernames respectively describing spe-
cific and generic sense. For example:
dog is an animal, dog is the hyponymy
and animal is the hypernymy. It is useful
in describing nouns.

• Meronymy and Holonymy: These two
relations are also inverses of each other.
They describe the “part-of” relationship.
For example: motherboard is a part of
CPU, here ‘motherboard’ is Meronymy
and ‘CPU’ is Holonomy.

• Trophonymy: It is same as meronymy
but used for describing verbs. As number
of verbs are comparatively lesser than
nouns, hierarchy for the same is also
shallower.

• Entailment: This relation is described
between verbs. Entailment is “if A then
there must be B”. An example for this:
He is driving , then it is also sure that he
is riding. Here the verb ‘drive’ entails the
verb ‘ride’.

These relationships are the pointers be-
tween senses or word forms.

3.2 Freebase
Freebase (Bollacker et al., 2008) is the
database where World’s knowledge(general
human knowledge) is stored in structured way
in collaborative manner. This database is
an open-source. Many Communities are in-
volved in the creation of Freebase.

Inspiration behind the freebase model is
publicly available knowledge sources like
Wiki and Semantic Web. Wiki is semi-
structured knowledge created by collabora-
tive approach, which makes it diverse and in-
volves heterogeneous data, but supports very
less structured query aided tools.

Freebase has tried to capture both, struc-
tures database’s scalability as well as wiki’s
collaborative approach. As mentioned in /ref-
paper, in freebase data, number of types are
more than 4000, number of tuples are more
than 125,000,000 and number of properties
are more than 7000.

Some important features of Freebase are as
follows:

• Storage of tuple is scalable in Freebase.
It provides undo feature as a built-in
mechanism and lets people collabora-
tively add data on large scale and main-
tain them. This is how Freebase has got
the huge dataset it currently has.

• For reading and writing purpose, an Ap-
plication Programming Interface(API)
was provided, which was support-
ing MQL(MetaWeb Query Language).
However, this API was taken down in
2015.

• To make it lightweight and non-rigid,
Freebase provides a Type-system which
has no natural convention. Different
users can make entities of different types
depending on their beliefs and interpreta-
tion. This, however, has led to some con-
flicting types in existence for the same
entity. However that has been done
to demonstrate differenceof opinions the
users have.

• For identifying one entity from real
world, freebase assigned only one GUID
resulting in complete normalization.

3.3 ConceptNet
It (Speer et al., 2017) is a semantic network
for words and is freely available and de-
veloped under Open Mind Common Sense



project, MIT. It is crowd-sourced project. As-
sertions in the conceptnet are in the form of
triples. for example “A car has an engine”.
From this sentence, a triple can be extracted
that signifies the relation between Car and En-
gine : (car,HasA,Engine).

Additionally, ConceptNet also provides
links to the definitions from other datasets
also i.e. for a particular word, it will have
its own definition and also have links to defi-
nitions from other sources like DBpedia and
wiki . ConceptNet is useful in NLP learn-
ing techniques. Word-embeddings based on
contextual similarity can certainly be aided
with the information of word relatedness that
is provided by ConceptNet.

4 Bio-Medical Knowledge Resources

4.1 Unified Medical Language
System(UMLS)

There are many biomedical vocabularies
available for use but they are for specific pur-
poses. UMLS (Bodenreider, 2004) has com-
bined them all to create a single resource
where all the concepts or entities can be iden-
tified with their unique code. It has also
mapped entities between different resources.
These resources with their specific entities are
mentioned below and shown in figure 3.

Figure 3: The various sub-domains integrated in the
UMLS (Bodenreider, 2004)

• SNOMED CT for clinical repository

• OMIM for genetic knowledge bases

• MeSH for biomedical literature

• GO for genome annotations

• UWDA for anatomy

• NCBI Taxonomy for model organisms

UMLS consists of three major parts:

• Metathesaurus : Vocabulary of all the
collected terms of medical domain.

• Semantic Network : Categorization of
terms and relationships between them.

• SPECIALIST Lexicon and Lexical tools
: Normalization of terms.

Figure 4: Structure of UMLS (Bodenreider and Bur-
gun, 2005)

For research purpose, all the vocabularies
provided by UMLS are available under the
agreement of license. UMLS also supports a
GUI where a user can enter a string or CUI
(Concept Unique Identifier) or SNOMED
code and retrieve information about it.

4.2 SNOMED CT, RXNorm, MeSH
SNOMED CT (Stearns et al., 2001) pro-
vides clinical healthcare terminology and it
is highly comprehensive. SNOMED CT con-
tains SNOMED code which uniquely identi-
fies the clinical term which results into con-
sistent representation of the term. It supports
mapping to other ontologies. It is globally
used in more than 80 countries. It is mul-
tilingual and also covers synonyms and def-
initions. There are 18 top level concepts in
SNOMED CT such as body structure, finding,
organism, physical object, etc.



In biomedical domain, drugs are the Named
Entities. RxNorm (Liu et al., 2005)(Normal-
ized names for clinical drugs) is the vocabu-
lary which has assigned unique identifiers to
drugs. This vocabulary is very useful in phar-
maceuticals. It is also considered to be help-
ful for the exchange of drugs. Drug names
are normalized by RxNorm. Doses of drugs,
ingredients and its strength is also mentioned
by creating relationships to the drug instance.
Indexing of books and articles for life sci-
ences is provided by Medical Subject Head-
ing(MeSH) (Lipscomb, 2000) Dataset.

4.3 Anatomical Ontologies

Anatomical sites of the body parts can be
viewed in hierarchical way. Brain can be
divided into intratentorial region and supra-
tentorial region, further supratentorial region
contains basal cistern. This hierarchy can be
converted to ontology and different relation-
ships between anatomies can be incorporated.

4.3.1 Foundation Model of Anatomy

FMA (Rosse and Mejino Jr, 2003) is a pub-
lic anatomical ontology, which is used as
anatomical part of the UMLS metathesaurus.
Structure of FMA makes it convenient to use
it as a reference ontology and link any addi-
tional hierarchy on top of it. FMA has been
made using a tool called protege. Classes de-
fined in FMA can be seen in the figure 5

Figure 5: Classes of Foundation Model of Anatomy

4.3.2 SNOMED Anatomy
It is a substructure of SNOMED Clini-
cal Terms which contains Anatomy class.
SNOMED anatomy contains 26729 classes.
As it is part of SNOMED CT, many ontolo-
gies which normalize the anatomy, also pro-
vide SNOMED code(unique identifier) for the
same. SNOMED CT is widely applicable and
so is the SNOMED code. This helps to link
other resources of anatomy to the SNOMED
Anatomy.

5 Ontology Learning and Knowledge
Graph Creation

Ontology refers to an organized collection of
concepts and classes in a particular domain
area and how they are linked to each other.
An ontology can be thought of as a skeleton
of Knowledge Graph, i.e. , an Ontology once
populated with the data at hand becomes a
knowledge graph.

(Asim et al., 2018) in their survey have dis-
cussed methods of ontology learning. They
have divided ontology learning techniques
into three classes, namely statistical, linguis-
tic and logical. Statistical analysis includes
techniques like clustering, rule mining, co-
occurrence analysis, etc. Linguistic tech-
niques include Part of Speech tagging, pars-
ing, lemmatization, dependency analysis, etc.
They have also discussed evaluation tech-
niques for ontology. Similarly for knowledge
base construction, the techniques have been
classified into four classes.

According to (Nickel et al., 2016), follow-
ing are the classes under which techniques of
knowledge base creation fall:

• Curated: Closed group of experts manu-
ally create triples.

• Collaborative: Open collaborative group
manually create triples.

• Automated Semi-Structured: learned
rules,regular expressions or handcrafted
rules are used to extract triples from
semistructured data like wikiboxes.



• Automated Unstructured: Machine
learning approaches for extracting
triples from unstructured text.

In Biomedical domain CTAKES (Savova
et al., 2010) is widely used for entity recogni-
tion which can be helpful to create Knowledge
Graph. It is a Natural Language Processing
tool. It is a part of UIMA(Unstructured Infor-
mation Management Architecture) and can be
used to extract medical information from the
electronic medical reports.

(Ogbuji, 2011) discuss about an ontology
for computerized patient record maintenance.
Their ontology is concerned with the entire
procedure a patient has to go through while
being admitted to a hospital including medi-
cal history screening, laboratory tests, clinical
findings etc.

(Monteiro et al., 2016) in their paper men-
tioned creation of knowledge base from ra-
diology reports. They provided pipeline for
extracting and summarizing information from
radiology reports into an ontology model.

6 Conclusion

In this paper, we have discussed the concept
of knowledge graph and briefly described its
components - entity and relation along with its
applications and challenges in creating one.
We, then, studied some of the existing knowl-
edge graphs and their specifics. Further, we
moved on to study some of the ontologies
from the domain of our interest.

We also have covered literature that stud-
ies various techniques of creation of an ontol-
ogy and the methods of creating a knowledge
base.
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Carlos Costa, and José Luı́s Oliveira. 2016. Se-
mantic knowledge base construction from radiology
reports. In Proceedings of the International Joint
Conference on Biomedical Engineering Systems
and Technologies, pages 345–352. SCITEPRESS-
Science and Technology Publications, Lda.

M. Nickel, K. Murphy, V. Tresp, and E. Gabrilovich.
2016. A review of relational machine learning
for knowledge graphs. Proceedings of the IEEE,
104(1):11–33.

Chimezie Ogbuji. 2011. A framework ontology for
computer-based patient record systems. In ICBO.
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